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Abstract

We propose a two-stage ranking strategy for the TV21 AVS
task. In general, we use the common-used video retrieval
model [7, 11] to calculate the cross-modal similarity firstly
and then utilize an image-text matching model to re-rank
the previous retrieval result in the frame level. Specifically,
in the first stage, an advanced SEA++ model inherited from
Sentence Encoder Assembly (SEA) [11] is proposed. We
improve the SEA in the video end, as SEA++ provides a
specific common space for each combination of sentence en-
coder and video encoder. That is to say, for m video en-
coders and n sentence encoder, a total of m × n common
spaces are built to calculate the final cross-modal similarity.
We consider MSR-VTT [17], TGIF [12], and VATEX [16]
as our training data. In the second stage, we only con-
sider the top k videos in descending order by their simi-
larity generated in the previous stage. Then we calculate
the similarities of query and all frames extracted from the k
videos, employing an image-text matching model [15]. Each
video is represented by its frame with the highest similarity.
After that, the reordering results of k videos are obtained.
The single SEA++ model achieves an infAP of 0.332 on
the TV21 task. Late fusion of models, trained by differ-
ent configurations, gains a higher infAP of 0.340. Our best
run, which scored infAP of 0.349, is obtained by re-ranking
strategy based on the previous result, ranked second among
all submitted runs.

1 Our Approach

In the recent years, most of the methods adopted by top
performers, in Ad-hoc Video Task(AVS), follow this general
framework: encoding video, encoding text and then project
them into a comparable common space for metric learning
and similarity ranking of retrieval results.
Because of the uninterpretability of the deep learning

method and the strong dependence on the training data,
it is difficult for us to get a good retrieval result through
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the model trained by a single training strategy. The pre-
vious work can significantly improve the retrieval result by
fusing the models obtained by different training strategies.
Similar to model fusion, this paper proposes a two-stage
ranking strategy. We use 1) an advanced video retrieval
model, SEA++ and 2) a fine-grained image text matching
model, contributes to the final retrieval results.

1.1 First Stage

In the first stage, we mainly use the SEA++ model, im-
proved by SEA [11]. It is featured by its simple-design and
effectiveness.
Like SEA [11], SEA++ can can easily improve the com-

plementarity between different text encoders and video fea-
tures, but with higher flexibility and accuracy.

1.1.1 The SEA++ Model

Previous SEA model sets individual common space for dif-
ferent text encoders to match with video feature, which
is better than the traditional single space matching model
[7, 9]. However, it only considers the diversity and comple-
mentarity between text encoders and ignores the impact of
video features on the results [3,18] As illustrated in Fig. 1,
we provide individual common space for each combination
of each text feature and each video feature.
Specifically, we denote text query as q and unlabeled video

as v, for n video feature { f1(v),f2(v),. . . ,fn(v) } , and m
text feature { e1(q), e2(q),. . . ,em(q)}, a total of n×m com-
mon spaces are built.
By averaging the similarities of ntimesm common spaces,

we have the overall similaryty in the first stage as:

Sfirst(q, v) =
1

n ·m

m∑
i=1

n∑
j=1

cosine(FCt,i(ei(q)), FCv,j(f(v)))

(1)
, where FCt,i and FCv,j indicate the two FC layers
For the other training strategy, we just follow the setting

of SEA [11], like the dimension of fully-connected projection
layer, the choice of loss function, and so on.
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Figure 1: The overall architecture of the proposed SEA++ model. We provide individual common space for each combination of
each text feature and each video feature.

1.1.2 Choice of Text Encoders

Referring to the experimental results in sea [10, 11], we
choose bag-of-word(BoW) [6] and w2v [14] as our text en-
coders. We believe that choosing these two concise text en-
coders instead of other complex text modeling method [4,5]
at this stage can simplify the matching difficulty of the
model. That is to say, we are performing a keyword-video
matching task in this phase, by ignoring the stop words in
text query. Through the blessing of video features, an ef-
fective preliminary ranking result is obtained. We leave the
task of modeling text temporal semantics to the model in
the second stage.

1.1.3 Choice of Video Features

We selected the following typical models in computer vision
or cross-modal tasks as our visual feature extractors.

• CLIP [15]

• irCSN [8]

• timesformer [2]

• ResNeXt101 [13]

1.1.4 Choice of Training Data

Following previous works [10, 18], we use the joint set of
MSR-VTT [17], TGIF [12] and VATEX [16] as training data
and TV2016-vtt-dev [1] as the validation set.

1.2 Second Stage

At the second stage, we directly use the CLIP [15] released
by OpenAI as the text-image matching model. CLIP has

shown its great “zero-shot” capabilities in many tasks, such
as image classification, text to image generation, and our
experiments proved that CLIP can also boost AVS perfor-
mance by post-processing of re-ranking.
For a given video v, we uniformly sample frames with

an interval of 0.5 second. After that, the frame set
{frame1,. . . , framet,} of video v is obtained, t indicates
the number of frames. The similarity of v and q in this
stage is defined as:

Ssecond(q, v) = max (Sclip,1, . . . , Sclip,t) (2)

Sclip,i = cosine(CLIP (framei), CLIP (q)) (3)

, where the framei indicates the ith frame of v.

The final similarity of q and v are built by weighted sum-
ming of the two similarities:

S(q, v) = w · Sfirst(q, v) + (1− w) · Ssecond(q, v) (4)

, we set the w = 0.2 in our experiments.

2 Submissions

As shown in Table 1, we submitted runs 3, corresponding
to our best single SEA++ model, which scores infAP of
0.332. By leverage different SEA++/SEA models trained
by diverse training configurations, we obtain run 2 with an
higher infAP of 0.340. Our best runs, both run1 and run4,
is generated by re-ranking strategy based on the late-fusion
result, achieves infAP of 0.349 and are ranked second among
all submitted runs.



Table 1: Performance of our four runs on the TRECVID 2019–2021 AVS tasks.

2019 2020 2021

Our TV21 submissions:
Run 3 (single SEA++ model) 0.206 0.354 0.332
Run 2 (Late fusion) 0.211 0.362 0.340
Run 4 (Late fusion and re-ranking) 0.241 0.360 0.349
Run 1 (Late fusion and re-ranking) 0.239 0.358 0.349

3 Conclusions

In this paper, we summarize the details of our team’s so-
lution in TRECVID 2021 AVS task. Our contributions
are three-fold: 1) We propose an improved video retrieval
model, namely SEA++, which built a solid backbone for
our best run. 2) The traditional model fusion strategy is
still effective for AVS task. 3) Re-ranking by CLIP is an
effective method to gain a higher performance.
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Figure 2: Overview of the TRECVID 2021 AVS benchmark evaluation. The red indicates the runs submitted by our team.


